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We present a Monte Carlo method for propagating partially coherent fields through complex deterministic op-
tical systems. A Gaussian copula is used to synthesize a random source with an arbitrary spatial coherence
function. Physical optics and Monte Carlo predictions of the first- and second-order statistics of the field are
shown for coherent and partially coherent sources for free-space propagation, imaging using a binary Fresnel
zone plate, and propagation through a limiting aperture. Excellent agreement between the physical optics and
Monte Carlo predictions is demonstrated in all cases. Convergence criteria are presented for judging the qual-
ity of the Monte Carlo predictions. © 2008 Optical Society of America

OCIS codes: 030.5620, 030.1670, 030.6600, 110.4980, 170.3660.
t
t

f
d
s
a
t
p
s
s
G
t
a
f
z
E
M
n
q

2
I
t
[
t
g
v

A
W
G
m

. INTRODUCTION
he propagation of partially coherent light through opti-
al systems is important in many applications, most no-
ably imaging, metrology, and spectroscopy. In general,
he coherence properties of light change on propagation,
ven in free space [1]. For simple systems, such as two-
imensional diffracting structures and weakly scattering
edia, the propagation of partially coherent light can be

reated analytically, for both the deterministic and ran-
om cases [1–5]. For more complex systems, however,
here are no closed-form solutions.

In many cases, the propagation of light through com-
lex structures, such as highly scattering media, can be
reated numerically using Monte Carlo techniques [6–8],
hich allow for the specification of difficult boundary con-
itions in a straightforward manner. This approach is
ased on the radiative transfer equation (RTE) [9,10],
hich assumes incoherent light propagation, although

here have been attempts to incorporate phase informa-
ion so that coherence affects can be studied [11,12]. It
hould be pointed out that although the Monte Carlo
ethod is a statistical method (involving statistical sam-

ling), it is typically employed to study light transport
hrough deterministic systems. It is only due to the com-
lexity of the system and its associated structures that a
tatistical treatment must be adopted, much like in the
ase of statistical mechanics. The generalization of the
TE to randomly inhomogeneous media has also been
tudied, both for the specific intensity as well as the in-
ensity correlation function [13]; however, only approxi-
ate solutions have been obtained in some limited cases.
ecently, the use of Monte Carlo methods to study the
ropagation of partially coherent light has also been in-
estigated [14]. In this case, an analytic correlation func-
1084-7529/08/102571-11/$15.00 © 2
ion was employed to weight various ray trajectories and
he intensity in the observation plane was determined.

In this paper, we demonstrate a Monte Carlo approach
or propagating partially coherent fields through complex
eterministic diffracting structures. Propagation through
cattering media, such as human tissue, will be covered in
later paper. As many such structures are separable in

he transverse dimensions, we treat the two-dimensional
roblem (one transverse dimension and the axial dimen-
ion). For synthesizing a random source with an arbitrary
patial coherence function we introduce the use of a
aussian copula. Physical optics and Monte Carlo predic-

ions of the first- and second-order statistics of the field
re shown for coherent and partially coherent sources for
ree-space propagation, imaging using a binary Fresnel
one plate, and propagation through a limiting aperture.
xcellent agreement between the physical optics and
onte Carlo predictions is demonstrated in all cases. Fi-

ally, we discuss convergence criteria for judging the
uality of the Monte Carlo predictions.

. THEORY
n this section, we discuss the theoretical foundations for
he method. This includes the use of the Gaussian copula
15] to generate correlated field realizations, as well as
he application of Monte Carlo ray tracing to propagate a
iven field realization from the source plane to the obser-
ation plane.

. Random Source Generation
e first describe the synthesis of a random source using a
aussian copula. The word “copula” is from the Latin
eaning to “bond.” In the context of probability theory it
008 Optical Society of America
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as come to be defined as a function that links individual
arginal distributions into a joint, multivariate distribu-

ion. The basis for this idea is Sklar’s theorem [15], which
tates that given a joint (cumulative) distribution func-
ion, H�x ,y�, and the marginal (cumulative) distribution
unctions, F�x� and G�y�, there exists a copula, C, such
hat

H�x,y� = C�F�x�,G�y��. �1�

he copula plays the role of linking two marginal distri-
ution functions into a prescribed joint distribution func-
ion. Sklar’s theorem further states that if the distribu-
ion functions are continuous, then the copula is unique.

In the material that follows, we make use of a Gaussian
opula (there are many other types [15]) to correlate two
nitially statistically independent uniformly distributed
andom variables (RVs) and to subsequently use these
orrelated samples to create sequences of correlated field
ealizations.

. Generation of Correlated Phase
e begin with two uniformly distributed, statistically in-

ependent RVs, X1 and X2. From this pair, the Box–
uller transformation [16] produces a new pair of RVs,

Y1 = �− 2 ln X1 cos�2�X2�,

Y2 = �− 2 ln X1 sin�2�X2�, �2a�

hat are jointly normal, i.e., their joint probability density
unction is

fY1,Y2
=

1

2�
exp�−

1

2
�y1

2 + y2
2��

=
1

�2�
exp�−

1

2
y1

2� 1

�2�
exp�−

1

2
y2

2� , �2b�

nd because this joint distribution factors, they are sta-
istically independent. Next, we make use of the following
caling and rotation operations,

�Z1

Z2
� =

1

�2
�1 − 1

1 1���1 + r 0

0 �1 − r
��Y1

Y2
� , �3�

o find that the RVs, Z1 and Z2, are bivariate normal with
orrelation coefficient r:

fZ1,Z2
=

1

2��1 − r2
exp�−

1

2�1 − r2�
�z1

2 − 2rz1z2 + z2
2�� .

�4�

he Box–Muller transformation and the scaling and rota-
ion constitute the copula that links the marginal distri-
utions on X1 and X2 into the bivariate distribution on Z1
nd Z2. Finally, we make use of the percentile transfor-
ation [16]

T1 = FZ�Z1�; T2 = FZ�Z2�, �5�

here FZ is the normal cumulative distribution function.
rom these operations we obtain the RVs, T1 and T2,
hich are uniformly distributed on the unit interval and
re no longer statistically independent but have correla-
ion coefficient, r.

. Generation of Correlated Field Realizations
aving presented a method by which one can obtain a
air of uniformly distributed random variables with arbi-
rary correlation coefficient, we now describe a process for
he generation of correlated field realizations.

A spatially band-limited random field realization
17,18] can be synthesized easily by the following algo-
ithm: Create an L�L element matrix of zeros and fill the
entral circular region of diameter K elements with com-
lex numbers of unit amplitudes and phases uniformly
istributed over �0,2��. Upon Fourier transforming the
�L array, one arrives at a synthetic field pattern having
Rayleigh probability distribution. The ratio of L to K

ets the length of the spatial autocorrelation of the field
ealization. For example, if L=2 K, the Nyquist criterion
s met and the length of the autocorrelation is on the or-
er of two pixels.
Use of the phases �1=2�mt1, �2=2�mt2 in this proce-

ure, where t1 and t2 are uniformly distributed samples
instantiations of the corresponding RVs, T1 and T2) as in
he preceding discussion, and m is a real constant, pro-
uces a pair of correlated field realizations. The actual
orrelation between these two realizations, from the com-
lex Gaussian moment theorem [2], is given by

� = exp	−
1

2
���

2 
 , �6�

here ���
2 =var��1−�2� is the variance of the phase differ-

nce.
From the preceding, we observe that for a specified cor-

elation of r=1, the resulting phases are perfectly corre-
ated and as a result, the two field realizations are iden-
ical. When r=0 the phases are uncorrelated and so too
re the resulting field realizations. Finally for r=−1 the
ealizations are perfectly anticorrelated. In other words,
e generate a pair of field realizations that evolve from
erfect correlation to perfect anticorrelation. Our real in-
erest, however, is in the evolution of Z1 from Y1 to −Y2 or
f Z2 from Y1 to Y2. For that we need to know the rela-
ionship between the specified correlation between T1 and
2 and the correlation between the realizations in the se-
uence, e.g., T1�1� , . . . ,T1�r� , . . . ,T1�−1�. We denote the
hase realizations in this sequence as T1k ,k
1,2, . . . ,kmax. It has been shown [18] that this correla-

ion is given by

r1k �
E��T11 − �11��T1k − �1k�

�11�1k
=�1 + r

2
, �7�

here �ij
2 =E��Tij−�ij�2 and that the variance of the

hase difference is

var��1 − �2� = �2�m�2�1 − r1k�/6, �8�

o that the field correlation coefficient is given by [see
q. (6)]
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�1k = exp�−
�2�m�2

12
�1 − r1k�� , �9�

here we have denoted explicitly that the field correlation
s referenced to the first realization in the sequence. For a
pecified (phase) correlation of

r = cos	�
k − 1

kmax − 1
 , �10�

e then obtain the model-based estimate of the field cor-
elation coefficient

�1k = exp�−
�2�m�2

6
sin2��

4	 k − 1

kmax − 1
�� , �11�

ith a fixed incremental correlation of �k,k+1�1
�2m /kmax�2.
For this field generation algorithm, the roles of the

unction r [Eq. (10)] and the parameter m are clear. The
unctional form of r sets the manner in which the field re-
lizations decorrelate. For the form shown in Eq. (10), the
ecorrelation steps are equal and the choice of the refer-
nce is arbitrary; the form of the field correlation coeffi-
ient [Eq. (9)] is the same regardless of whether the ref-
rence is the first realization or the last. The size of the
arameter m dictates how quickly the field patterns deco-
relate.

This process leads to the generation of a spatiotemporal
eld realization cube as illustrated in Fig. 1(a). These
wo-dimensional speckle fields evolve between the two
imits in a prescribed fashion at a specified rate. As such,
his evolving speckle field might serve as a realistic model
f the temporal behavior of laser illumination scattered
y a biological medium [19]. For the purpose of the sub-
equent simulation discussed herein, however, we choose

different interpretation. Specifically, we interpret the
ime axis as a spatial dimension and the x and y dimen-
ions as designations of unique ensemble members of a
tochastic process. In other words, for a given x and y, the
hird dimension specifies the spatial distribution of a re-

ig. 1. (a) Illustration of the field realization cube in terms of tw
ealization cube in terms of an ensemble of spatial line sources.
lization of a random line source. This reinterpretation is
llustrated in Fig. 1(b). These realizations, illustrated no-
ionally in Fig. 2, have the proper first- and second-order
tatistics and are smooth and continuous.

With this algorithm, we have generated a stochastic
ine source with Gaussian correlation given by Eq. (11). In
ymmetric form this expression is

�kc−k,kc+k �
�Ukc−kUkc+k

* �

��Ukc−k�2�1/2��Ukc+k�2�1/2

= exp�−
�2�m�2

6
sin2��

4	 2k

kmax − 1
�� ,

�12�

here kc is the central position of the line source, the
ngle brackets indicate a (statistical) average over the en-
emble of field realizations, and the asterisk indicates the
omplex conjugate.

. Physical Optics Propagation
or simple geometries, the propagation of the optical field
an be performed using physical optics. The basis for the
echnique is the Huygens–Fresnel principle, which is ex-
ressed in two-dimensional form as [20]

Uo�xo� =
i�

�
�

−�

�

Us�xs�
z

ros
H1

�1��kros�dxs, �13a�

here H1
�1� is the Hankel function of the first kind and or-

er one,

ros = ��x0 − xs�2 + z2�1/2, �13b�

nd the s and o subscripts refer, respectively, to the source
nd the observation plane. Equation (13a) is also known
s the first Rayleigh–Sommerfeld diffraction integral. It
as several approximations for different propagation re-
imes, including the Fresnel and Fraunhofer (far-field)
pproximations. Taking the Fourier transform of both
ides of Eq. (13a), we find the following frequency domain

ial and one temporal dimension. (b) Reinterpretation of the field
o spat
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epresentation for the field in the observation plane:

Ũo�fx� = Ũs�fx�H�fx,z�, �14a�

here

H�fx,z� = exp�iz�k2 − �2�fx�2�1/2 �14b�

s the free-space transfer function. Performing a binomial
xpansion of the square root in Eq. (14b) and keeping only
he first two terms yields the Fresnel approximation of
he transfer function, i.e.,

H�fx,z� = exp�ikz − i��zfx
2�. �15�

A random field is characterized by its statistical mo-
ents. The first two of these, the intensity and the com-

lex coherence factor, are given by [2]

I�x� = ��U�x��2�,

���x� =
�U�x − �x/2�U*�x + �x/2��

��U�x − �x/2��2�1/2��U�x + �x/2��2�1/2 . �16�

he coherence length is defined by

dc =�
−�

�

����x��d�x. �17�

ach realization of the random source can be propagated
sing Eq. (13a) and (13b) and the resulting ensemble av-
raged (as above) to obtain the intensity and the complex
oherence factor. Alternatively, under certain weak re-
trictions on the propagation distance, the statistical mo-
ents in the source and observation planes can be related

hrough the generalized van Cittert–Zernike theorem
21], viz.,

ig. 2. Ensemble members of the stochastic source field process.
Io�xo� 	�
−�

�

�s��xs�exp�i2�xo�xs/�zd�xs

�o��xo� 	�
−�

�

Is�xs�exp�i2�xs�xo/�zdxs. �18�

he generalized van Cittert–Zernike theorem applies to
uasi-homogeneous random sources. These are sources
or which the correlation function depends only on the ab-
olute separation of the source points and the correlation
unction varies much more quickly (i.e., it is a faster func-
ion) than the intensity distribution [1].

. Monte Carlo Propagation
onte Carlo refers to a technique first proposed by Me-

ropolis and Ulam to simulate physical processes using
tochastic modeling [22]. In radiative transport applica-
ions, the Monte Carlo technique involves tracing rays of
ight through a medium as they are scattered and ab-
orbed. At each scattering interaction, a new random di-
ection is selected based on the single-scattering phase
unction of the medium at that location. Monte Carlo
odeling is popular because it is simple and easily

dapted to odd geometries and boundary conditions
6,7,23–27]. Its primary disadvantage (computation time)
as been largely mitigated by increases in computer
peed. Another disadvantage is that most Monte Carlo
ight-propagation codes tend to track just the intensity of
he field. More recently, Monte Carlo techniques have
een adapted to model polarization [28–33] by keeping
rack of changes in the polarization of light as it is scat-
ered. It has also been used to model phase, in optical co-
erence tomography for instance, by keeping track of the
istance (time) traveled by an interrogating light pulse,
hich is mathematically interfered with a reference beam

11,12,34–37].
This work describes a new Monte Carlo technique for

ropagating optical fields. It is based on the Huygens–
resnel principle: Each point on a wavefront is considered

o be the source of a cylindrical wave (known as a Huy-
ens wavelet) emanating from that point [see Eq. (13a)].
onte Carlo sampling of the Huygens wavelets involves

aunching multiple rays from the center of each wavelet
nd tracking the change in phase of each ray before it
eaches the observation plane. For example, a partially
oherent source field is propagated using multiple Huy-
ens wavelets emanating from different points across a
iven source realization. The initial amplitude and phase
f each wavelet are determined by the source strength at
hat point. When a given ray reaches the observation
lane, it is added coherently to all those that have
eached the same location.

. Source Sampling
e assume that a typical source realization is a line

ource having ns elements (i.e., it is a linear array); each
ource realization is a horizontal line (sample) from the
ube in Fig. 1(b). A given source realization is propagated
y launching rays (with random directions) uniformly
ver a semicircle centered on each source element (see
ig. 3). This is equivalent to sampling the Huygens wave-
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ets emanating from each source element. Each ray is
aunched with an initial phase and amplitude specified by
he field for that source element.

When a physical structure is interposed between source
nd detector, e.g., an aperture, the rays are traced to the
perture and the phase is adjusted according to the dis-
ance traveled. Subsequently, the phase and amplitude
re modified by the complex transmission function at the
oint in the aperture at which the ray hits. For the simu-
ations in this paper, the imaginary part of this transmit-
ance function is always zero. The slit is modeled as hav-
ng unit amplitude for all elements that constitute the
nterior and zero amplitude elsewhere. The Fresnel zone
late was modeled using an array of 5,000 elements uni-
ormly distributed across the plate of diameter 50�. Each
lement of the plate is assigned an amplitude of zero or
ne depending on whether the physical location of that el-
ment blocks or passes the ray.

Finally, the field is propagated from the secondary
ource plane (i.e., the aperture) to the observation plane
y again launching rays (randomly) over semicircles cen-
ered on each secondary source element (i.e., sampling
ach secondary source Huygens wavelet). For efficiency
easons, all rays launched from the source are con-
trained to fall within the aperture (i.e., no rays that
ould miss the aperture are propagated). Similarly, all

ays leaving the aperture reach the detector. The total
umber of rays launched per realization is divided evenly
mong the ns points of the realization array to ensure uni-
orm sampling of the source wavefront.

. Coherent Summation
onsider a ray arriving at a detector of finite physical size

a bin or pixel) in the observation plane. The state of the
ay at the intersection point on this plane depends on the
istance that the ray has traveled, lj. If the ray starts
ith an initial amplitude and phase represented by
j exp�i�j�, then its final value will be

Bje
i
j = Aje

−�aljei��j+klj�, �19�

here �a is the absorption cross section per unit volume
nd k is the wavenumber. Now another ray may eventu-
lly reach a point within this same pixel from a different
tarting position and have a different optical path length.
f a number of rays reach the same �nth� bin, then the co-

ig. 3. Illustration of Monte Carlo approximation of the Huy-
ens wavefront.
erent ray sum at the point xn in the observation plane
ill be

U�xn� = �
j

Bje
i
j = �

j
Aje

−�aljei��j+klj�. �20�

or the case of free-space (no absorption or scattering)
ropagation between two parallel planes separated a dis-
ance d, this simplifies to

U�xn� = �
j

Aje
i��j+klj�, lj =

d

cos �j
, �21�

nd �j is the impact angle of the ray.

. Observation Plane Sampling
he observation plane sampling must be performed such

hat competing constraints are simultaneously satisfied.
he first constraint on the sampling is that the sample
ize (i.e., pixel or bin size) be large enough to achieve suf-
cient Monte Carlo signal statistics (i.e., that the vari-
nce in the Monte Carlo estimate be minimized). In effect,
aving larger bins increases the number of rays per bin
nd decreases the variance. On the other hand, the bin
ize must also be smaller than the speckle size so that the
ays can be coherently summed. This is generally not a
roblem for free-space diffraction geometries but would
eed to be taken into account when investigating propa-
ation through multiple-scattering media. In fact, it has
een shown that in this case, the bin size must be on the
rder of the wavelength of the light [14]. Finally, while it
s not a hard constraint, the bin size should also be small
nough that spatial resolution is not compromised.

. RESULTS
hree specific cases were treated. The first (Fig. 4) was of
point source (by definition perfectly coherent) imaged by
binary Fresnel zone plate. This case was intended to

alidate the assertion that Monte Carlo techniques are
apable of modeling interference phenomena, viz., diffrac-
ion. The second case (Fig. 5) was of a partially coherent
ource and free-space propagation to an observation plane
t the Rayleigh distance. Such a case conforms to the re-
uirements of the generalized van Cittert–Zernike theo-
em. Monte Carlo and physical optics calculations are
ompared with each other and with the predictions based
n this theorem. The third case (Fig. 6) was identical to
he second except that an aperture was placed midway
etween the source and observation planes. This case

Fig. 4. Illustration of Fresnel zone plate imaging architecture.
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imulates a secondary source that does not conform to the
sual quasi-homogeneous source description and demon-
trates the well-known concept that restricting the angu-
ar extent of the source increases its spatial coherence.

onte Carlo and physical optics predictions are com-
ared.

. Fresnel Zone Plate (Coherent Propagation)
or this case, a point source was imaged by a binary
resnel zone plate. Source and image distances were each
00�. The zone plate was 50� in diameter with a central
clear) zone of 14� diameter. Results of the Monte Carlo
nd physical optics calculations are compared in Fig. 7.
he nonparaxial (wide angle) physical optics calculations
ere carried out by numerically integrating the second-
ry source Huygens wavelets in the plane of the Fresnel
one plate. Good agreement between the physical optics
nd Monte Carlo calculations is seen for the central lobe,
ith minor differences between the two methods in the
ings. The distribution in the observation plane is effec-

ively the square of the point-spread function of the zone
late.

. Free-Space Propagation (Partially Coherent
ropagation)
or this case, a random source was propagated to an ob-
ervation plane located at the Rayleigh distance. Source
ealizations were generated using the algorithm outlined
n Section 2, with cube dimensions of 256�256�51, a

Fig. 5. Free-space architecture.

ig. 6. Alternate simulation configuration with interposed lim-
ting aperture.
patial sampling factor of L /K=4 (i.e., twice Nyquist), and
correlation parameter of m=5. Incremental correlation

teps as described in Eq. (11) were used. Reinterpretation
f the field cube in terms of a stochastic process leads to
n ensemble of 2562 line source realizations, each having
length of 51 elements. Source elements were assumed to
e 4� in length.
Shown in Fig. 8 is the source plane field characteriza-

ion as computed over the ensemble of 2562 realizations.
igure 8(a) is intensity and Fig. 8(b) is the real part of the
omplex coherence factor. For the statistically symmetric
ource and the physically symmetric architectures stud-
ed herein, the imaginary part of the complex coherence
actor is zero. The actual source length was 204�, and its
ffective length [using a definition similar to Eq. (17)] was
9.8�. Free-space propagation to the observation plane lo-
ated at the Rayleigh range �zR /�= l2 /�2= �204�2� was per-
ormed using a fast Fourier transform (FFT) implementa-
ion of Eqs. (14a) and (14b). Each source realization was
ndividually Fourier transformed, multiplied by the free-
pace transfer function [Eq. (14b)] and inverse Fourier
ransformed to yield a member of the ensemble of obser-
ation plane realizations. Figure 9 illustrates the result-
ng intensity and complex coherence factor in the obser-
ation plane. The effective image length and coherence
ength were 983� and 684�, respectively. The intensity
nd the complex coherence factor were also computed on
he basis of the generalized van Cittert–Zernike theorem.
isagreement between the two predictions for the inten-

ity in Fig. 9(a) is a reflection of the fact that the complex
oherence factor is not substantially narrower than the
ntensity (as is the case for a true quasi-homogeneous
ource) but has a small, nonzero value at the edge of the
ource [see Fig. 8(b)]. As a result of the truncated source
oherence factor (product of the actual coherence function
nd a rect function [38]), its transform is convolved with a
inc function, thus producing the undulations seen in Fig.
(a). Shown in Fig. 10 is a comparison of the Monte Carlo
nd physical optics calculations. Physical optics and
onte Carlo predictions for the intensity agree quite well,
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ig. 7. (Color online) Monte Carlo and physical optics calcula-
ion of imaging of the point source with the Fresnel zone plate.
he zone plate is 50� in diameter with a central (clear) zone of
4� diameter; object and image distances are each 100�.
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ith absolute residuals between the two calculations of
ess than 0.002. Agreement for the complex coherence fac-
or is also quite good, with absolute residuals between the
wo calculations of less than 0.003.

. Intermediate Aperture (Partially Coherent
ropagation)
alculations also were performed for the case when an in-

ermediate aperture (half the size of the source) is present
nd located half-way between the source and observation
lanes (see Fig. 6). Physical optics calculations utilized
he same FFT algorithm as for the free-space architec-

ig. 8. (Color online) Source plane field characterization calcu
ength ls=69.8� (residual with respect to Gaussian source weigh
oherence length dc=50.4�.

ig. 9. (Color online) Observation plane field characterization c
ralized van Cittert–Zernike theorem. (a) Intensity with effectiv
oherence length d =684�.
c
ure. Each source realization was propagated to the aper-
ure plane in the manner described above, the Kirchhoff
oundary conditions of the aperture applied, and the re-
lization then propagated to the observation plane. Re-
ults are shown in Fig. 11. Intensities predicted by physi-
al optics and Monte Carlo agree very well, with an
bsolute residual of less than 0.005. Note that the diffrac-
ion patterns do not come fully to zero outside the central
obe as would be expected in the case of a fully coherently
lluminated aperture. Results for the complex coherence
actor agree closely as well. Within a region of the first
ull in the diffraction pattern, the absolute residual in the

over all ensemble members. (a) Intensity, with effective source
own at bottom); (b) real part of complex coherence factor, with

ed over all ensemble members and as calculated using the gen-
th lo=983�; (b) real part of the complex coherence factor, with
lated
ting sh
alculat
e leng
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wo estimates of the complex coherence function are
ithin approximately 0.01. The ripple structure is inter-
sting and arises because of the statistical behavior of the
econdary source; it is intermediate between the fully co-
erent and quasi-homogeneous cases.

ig. 10. (Color online) Comparison of Monte Carlo and physical
0,000 rays/source pixel �2.55 M/realization� and an 8� observa
hown at the top with the absolute residual �physical optics−Mo
oherence factor.

ig. 11. (Color online) Observation plane field characterization
nsemble members for configuration shown in Fig. 6. Monte Carl
ixel size. In each figure the physical optics calculation is show
hown at the bottom. (a) Intensity with effective image length of
. Convergence of the Calculations
ere we address the (convergence) issue of how many

ays must be traced per field realization, and how many
ealizations must be propagated to obtain realistic first-
nd second-order field statistics. We use as a global mea-

results for free-space propagation. Monto Carlo calculations used
lane pixel size. In each figure the physical optics calculation is
rlo� shown at the bottom. (a) Intensity, (b) real part of complex

hysical optics and Monte Carlo calculations, calculated over all
lations used 2.58 M rays/realization and a 4� observation plane
e top with the absolute residual �physical optics−Monte Carlo�
(b) real part of the complex coherence factor.
optics
tion p
nte Ca
, by p
o calcu
n at th
221�,
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ure of fidelity the RMS error between the Monte Carlo
redictions of the intensity and complex coherence factor
nd the corresponding moments based on physical optics
nd computed over all the realizations. Thus for the two
tatistics, intensity and complex coherence factor, we
ompute the measures of convergence [with respect to the
ully converged physical optics results, IPO�xi� and
PO�xi�],

RMSI�Nr,N� =� 1

no
�
i=1

no

�IMC�xi,Nr,N� − IPO�xi��2,

RMS��Nr,N� =� 1

no
�
i=1

no

��MC�xi,Nr,N� − �PO�xi��2,

�22�

here the summation is over the observation plane and
e have explicitly denoted the dependence on the total
umber of rays per realization, Nr, and the number of re-
lizations, N�Ntotal, where Ntotal is the total number of
ealizations in the experiment. Within each square-
racketed term, the Monte Carlo estimates contain fluc-
uations due to the number of samples and due to the
umber of realizations. These fluctuations are of course
tatistically independent, and as a result, the correspond-
ng variances add.

Inspection of these two metrics calculated over all the
ealizations, RMSI�Nr ,Ntotal� and RMS��Nr ,Ntotal�, shows
he expected dependence on number of rays per realiza-
ion, 1/�Nr. Interestingly, when the number of rays
ropagated per realization is sufficiently low, the two met-
ics RMSI�Nr ,N� and RMS��Nr ,N� display a 1/�N depen-

ig. 12. (Color online) Intensity contrast for the intermediate
embers) for physical optics and Monte Carlo results shown in c

ity, top, and excess contrast, bottom (difference between that fo
ence on the number of realizations. In this case, the fluc-
uations due to sampling outweigh those due to the
tatistical field variations.

In the intermediate regime, where the number of rays
er realization provides an increasingly faithful estimate
f the individual realizations, the behavior of the conver-
ence metrics is more complex. In such a case, the RMS
rrors computed on the initial fraction of the ensemble
embers continue to display the 1/�N dependence on the

umber of realizations, but thereafter, the convergence
isplays a much more rapid exponential behavior.
The above discussion dealt with global measures of fi-

elity. Local measures also can be explored. For each of
he architectures explored herein, the observation plane
eld is a circular complex Gaussian random process. As
uch, the intensity at any point in the observation plane
hould display exponential statistics. In other words, for
n arbitrary point in the observation plane, the probabil-
ty distribution of the intensity (computed over the mem-
ers of the ensemble) should be exponential. It is charac-
eristic of such a distribution that the standard deviation
s equal to the mean. For example, it is commonly ac-
epted that the statistical contrast (defined as the quo-
ient of the standard deviation and the mean) for a polar-
zed, fully developed speckle pattern is unity [17]. Thus,
or the Monte Carlo calculations, any departure from this
nity contrast is due to under sampling. This argument is
ased on the observation that for an arbitrary point in the
bservation plane, the intensity fluctuations possess two
omponents, one intrinsic to the random process and one
ssociated with inaccuracies due to the Monte Carlo sam-
ling. Of course these two random fluctuations are statis-
ically independent, and as a result, their variances are
dditive. A simple test for adequate Monte Carlo sam-

re configuration. (a) Contrast (as calculated over all ensemble
ison with theoretical value of unity. (b) Observation plane inten-
e Carlo and physical optics).
-apertu
ompar
r Mont
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ling for the intensity is therefore to inspect the pointwise
ontrast (quotient of the standard deviation and the mean
omputed over the entire ensemble). If this departs sub-
tantially from unity at any point in the observation
lane, then a greater degree of sampling is indicated. As
n example, Fig. 12(a) is a display of the contrast for the
ntermediate aperture case. Results for the physical op-
ics and Monte Carlo calculations are shown along with
he theoretical value of unity for an exponential distribu-
ion. Maximum departures from the theoretical value of
nity for physical optics and Monte Carlo are, respec-
ively, 0.013 and 0.087. Shown in Fig. 12(b) is the excess
ontrast due to Monte Carlo sampling �MC contrast
PO contrast� along with the corresponding intensity
attern.
Local measures of the convergence for the complex co-

erence factor can be derived through inspection of the
eld product in the numerator [see Eq. (16)]. Although
his field product is not generally exponential, its condi-
ional statistics are. Specifically, for a given separation, if
he samples are segregated into positive and negative
ubsets, each subset displays an exponential distribution.
eparate contrast convergence criteria, as above, then can
e applied to each to arrive at a composite convergence
riterion.

Note that convergence of the Monte Carlo estimates for
ntensity and those for the complex coherence factor differ
omewhat. Residual errors in the estimates of the inten-
ity for the free-space and intermediate aperture configu-
ations [Figs. 10(a) and 11(a)] were very similar. Residu-
ls for the complex coherence factors [Figs. 10(b) and
1(b)], however, were different, with the estimate for the
ree-space case being much more accurate. This can be
nderstood in light of the fact that for the free-space con-
guration, the intensity pattern in the observation plane

s wider than the coherence length. Higher field values
rovide better estimates of the complex coherence func-
ion (see Fig. 12), even though the coherence may be low.
n the other hand, for the intermediate-aperture case,

he coherence function is wider than the intensity pat-
ern. In particular, for regions in which the intensity is
ow, estimates of the complex coherence factor depart
omewhat from the physical optics predictions. It is in re-
ions of low intensity that the estimate of the complex co-
erence factor is most sensitive to the number of rays
ropagated. Note that regions of lower intensity are not
aused by the arrival of fewer rays. Rather, they are
aused by destructive interference. However, these re-
ions of lower and higher intensity do display different
tatistics, caused by a different proportion of fluctuations
ue to the intrinsic fluctuations of the field and those due
o the Monte Carlo sampling.

. DISCUSSION AND CONCLUSIONS
odeling the effects of spatial coherence in simple optical

ystems, such as two-dimensional diffracting structures
nd weakly scattering media, is straightforward, if not
imple [1–3,5]. The literature abounds with analytic mod-
ling of the effects, their experimental verification, and
ethods for numerical calculations. Of particular note is

he body of work on atmospheric propagation of light
4,39,40]. On the other hand, the description of spatial co-
erence effects in more complex systems, such as multiply
cattering media, is very difficult. As a result, such phe-
omena have until fairly recently been ignored. Neverthe-

ess, spatial coherence effects are of obvious importance,
or example in a number of biomedical imaging modalities
uch as optical coherence tomography and confocal mi-
roscopy. Our ultimate objective therefore is to account for
hese coherence effects. We believe such efforts will lead
o a more comprehensive understanding of propagation
ffects in multiple scattering media and to better instru-
entation and new data acquisition modalities.
In this paper, we have taken the initial steps toward a

uantitative description of spatial coherence effects in
omplex optical systems. We have demonstrated a means
f generating realizations of physically realistic random
ources having arbitrary coherence properties. We have
hown that with straightforward modifications to tradi-
ional Monte Carlo ray-tracing methods, diffraction ef-
ects can be predicted and that these predictions agree
ell with physical optics calculations. Finally, we have
emonstrated generation of partially coherent field real-
zations that are not subject to the quasi-homogeneous
ource approximation.

Continuing research efforts are aimed at generalizing
he concept of the copula algorithm to provide two-
imensional field realizations and developing structured
ultiple scatter models of the propagation medium. The

imulations presented herein are of a line source and thus
annot account for polarization effects. The two-
imensional generalization will provide a means of simu-
ating the full wave nature of the field. Although the
opula concept was used here to model stochastic sources,
t is of obvious use for generating fully stochastic propa-
ation media as well.
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